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ResNets
DenseNets
HighwayNets
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o The first truly Deep Network, going deeper than 1,000 layers

o The first deep architecture to gracefully go deeper than a few dozen layers
◦ Not simply getting more GPUs, more training time, adding classifiers, etc

o Smashed Imagenet, with a ~3% error (with ensembles)

o Won all object classification, detection, segmentation, etc. challenges

Some facts
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o Hypothesis: Can we have a very deep network at least as accurate as 
averagely deep networks?

o Thought experiment: Let’s assume two almost identical convnets A, B
◦ B is the same as A, just with extra “identity” layers

◦ Identity layers pass information unchanged → their errors should be similar

◦ Thus, there is at least one Convnet B as good as A w.r.t. training error

Hypothesis

Identity

CNN A

CNN B

ℒ𝐴

ℒ𝐵
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o Trainng a shallow and a deeper architecture

o The deeper model does worse in training error!

o Performance degradation not by overfitting → just harder optimization

o Assuming optimizers are doing their job fine
◦ not all networks are the same as easy to optimize

Testing the hypothesis
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o Add to your module output 𝐹 𝑥 the input 𝑥
𝐻 𝑥 = 𝐹 𝑥 + 𝑥

o If dimensions don’t match zero padding or a projection layer

Residual connections to the rescue
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o Without residual connections deeper networks attain worse scores

No degradation anymore
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o Ridiculously low error in ImageNet

o Up to 1000 layers ResNets trained
◦ Previous deepest network ~30-40 layers on simple datasets

ResNet breaks records
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ResNet architectures & ResNeXt ResNeXt

Aggregated Residual Transformations for Deep 
Neural Networks, Xie et al., 2016

https://arxiv.org/abs/1611.05431
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o BatchNorms absolutely necessary because of vanishing gradients

o Identity shortcuts cheaper and almost equal to project shortcuts

o Networks with skip connections converge faster
◦ Compare to the same network without skip connections

o Generally, skip/residual connections are an asset for deeper architectures

CNNs and residual connections: insights
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o Add skip connections to multiple forward 
layers

𝑦 = ℎ(𝑥𝑙 , 𝑥𝑙−1, … , 𝑥𝑙−𝑛)

o Assume layer 1 captures edges, while layer 5 
captures faces (and other stuff)

o Why not have a layer that combines
both faces and edges (e.g. to model a scarred 
face)

o Standard ConvNets do not allow for this
◦ Layer 6 combines only layer 5 patterns, not 

lower

DenseNet
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o Similar to ResNets, but with a learnable gate per skip connection

𝑦 = 𝐻 𝑥,𝑊𝐻 ⋅ 𝑇 𝑥,𝑊𝑇 + 𝑥 ⋅ (1 − 𝑇(𝑥,𝑊𝑇))

HighwayNet

Srivastava, Greff, Schmidhuber, Highway Networks, 2015


